Data Center

A strategic analysis of the power infrastructure challenges and
innovations shaping the next decade of digital expansion.
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Growth is Now Gated by Power.

The New Bottleneck




The Grid is Buckling Under Unprecedented Demand

The largest data center markets are straining regional power grids, forcing utilities into a reactive race to
build new capacity. This has made grid connectivity the primary gating factor for new development.
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In Northern Virginia, utility Dominion This trend is national: A $7 billion Data centers could consume up to 8%
Energy projects data center demand will Indiana expansion is contingent on of U.S. electricity by 2028, up from ~4%
quadruple by 2035, requiring massive the utility fast-tracking 200 MW of in 2022, per a DOE/LBNL report.

investment in new transmission lines.

new capacity.
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PUE Score
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Average Data Center PUE, 2013-2023

A PUE of 1.57 means for every
100 watts powering IT
equipment, another 57 watts
are consumed by cooling and
power infrastructure.

20013 2014 2015 2016 201/ 2018 2019 2020 2021 2022 2023

Year

The Era of Easy Efficiency
Gains is Over

After years of rapid improvement, the
industry’s primary efficiency metric,
Power Usage Effectiveness (PUE), has
plateaued. This means raw power
consumption will now grow in
near-lockstep with IT demand.

The industry average PUE stalled at ~1.57
between 2018 and 2023.

While new hyperscale facilities achieve
PUEs of 1.2 or better, the vast fleet of legacy
data centers keeps the global average high.

This stagnation means efficiency
improvements are no longer outpacing the
exponential growth in IT load from Al and
cloud services.
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Reconciling the Rack Density Paradox: A Story of Averages vs. Extremes
Why do some project 20 kW average racks by 2025, while surveys show the reality is closer to 7 kW?

The Broader Reality
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--60% of data centers still
run below 10 kW/rack.

(Source: Uptime Institute)
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The Al-Driven Future

~16% of data centers
deploy racks at 220 kW.

(Source: Uptime Institute)
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The discrepancy is not a contradiction, but a reflection of a bifurcated market. While the *average*
rack density is increasing slowly (to ~7.1 kW in 2024), a small but growing number of ultra-
high-density AI/HPC clusters are straining legacy power designs and driving the conversation.
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The Engineered Fortress: Anatomy
of the Data Center Power Chain.

i
“H . Utiiity Interconnect
= High/Medium Voltage Feed

% %%  On-Site Substation / Switchgear

Steps down and protects facility
power (e.g., 138KV to 13.8kV)

UPS System
Conditions power and provides
instantaneous backup

Power Distribution Unit (PDU)

Distributes power to rows; may step
down voltage (e.qg., 480V to 208V)

Overhead Busway / RPP
Flexible distribution to racks
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Rack PDU (rPDU)
Final power delivery to IT equipment
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This multi-stage, redundant architecture is designed to isolate the critical IT
load from external power disturbances and provide layers of fault tolerance.
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The Heart of Uptime: Securing the Critical Load

Double-conversion static UPS systems are the dominant technology for data centers, offering a
combination of reliability, scalability, and efficiency that has made them the industry workhorse.

Static UPS (Dominant)

> Battery

| ACIn |—>I Rectifier —
Inverter W

How it Works

Solid-state components continuously convert AC to DC and back to AC,
isolating the load. Batteries provide instantaneous backup.

Pros

« High reliability (no moving parts), modular scalability, high efficiency
(~94-97%).

Cons
* Relies on battery health and lifecycle management.

Motor Generator Flywheel

How it Works

A motor-generator set provides conditioned power. Kinetic energy from
a flywheel bridges short outages.

Pros
* Robust, can handle large inrush currents, less reliance on batteries.

Cons

 Large, heavy, mechanical parts require more maintenance, less
modular. Typically found in niche European or special-case
deployments.
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Architecting Fault Tolerance:
A Visual Guide to UPS Redundancy

N+1 (Parallel Redundant)

UPS

Critical Load

Tolerates a single component failure. One extra
module provides backup for the N required
modules. Common for Tier II.

2N (System+System)

System A System B

8 B8
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Dual-Corded
Load

Fully fault-tolerant. Two independent, mirrored
power systems. No single point of failure. The
hallmark of Tier IV design.

Distributed Redundant (3 to make 2)

§ B

Critical Load

Achieves 2N-like redundancy with fewer
components by distributing the load across multiple
units. Saves capital but adds control complexity.
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The Energy Storage Revolution:
Lithium-lon Replaces Lead-Acid

Li-ion batteries offer a compelling TCO advantage over traditional VRLA (lead-acid) due to a much longer
lifespan, smaller footprint, and greater operational flexibility, driving rapid adoption in new data center builds.

VRLA (Lead-Acid) Li-lon

f‘l

Li-lon Share of Data Center

Battery Market
Lifespan: 3-5 Years Lifespan: 8-10+ Years (2-3x longer) 15%
(2020)
Footprint/Weight: 100% Footprint/Weight: ~70% smaller & 60% lighter
Recharge Time: 8-24 Hours Recharge Time: <2 Hours
~38%
(2025
**Increased Fire Risk**: Li-ion thermal runaway poses a greater fire risk than VRLA, requiring robust, Projection,
dedicated fire suppression and monitoring systems. Source: Frost
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The Last Line of Defense:
Diesel Generators as the
Bedrock of Resilience

For decades, diesel generators have been the “gold

standard” for long-duration backup power due to their proven
reliability and fast start times. However, tightening
environmental regulations are limiting their use and
accelerating the search for cleaner alternatives.

@ Reliability: Proven track record for ensuring uptime.

Grid
=(%) Speed: Starts and assumes full load in under 10 seconds. (Failed)

Configuration: Deployed in N+1 or 2N configurations
for fault tolerance.

(V) Runtime: Typically 24-48 hours of on-site fuel storage.

Growing Restrictions: Environmental regulations are increasingly limiting non-emergency runtime.
Example: California is capping run hours at <50 annually, with discussions of a 20-hour limit.
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Beyond the Walls: The Shift Toward Power Self-Sufficiency

Faced with grid instability and long connection queues, data center operators are fundamentally rethinking
their relationship with utilities, transitioning from passive consumers to active ‘prosumers’ with on-site
generation and microgrid capabilities.

Past: The Fortress Future: The Prosumer 2 ? %
‘ I I l of operators expect to be

fully powered by on-site
| =
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= =
P =

generation by 2030

i (from Bloom Energy 2025 survey)
On-Site (from Bloom Energy 2025 survey]

Grid Data Center Grid Data Center I :
I Generation

plan to add on-site power
generation by 2030

I . . . .
i 4"\ American Electric Power is partnering to deploy up to 1 GW of fuel-cell based power at data (from Bloom Energy 2025 survey)
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\\Y./ centers, creating microgrids that can run in parallel with or independently of the grid.
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Sourcing Cleaner Energy: The Role of Renewables

Sourcing renewable energy has become a core sustainability strategy, primarily through large-scale off-site Power Purchase
Agreements (PPAs), as on-site generation alone cannot meet the massive power demands of modern data centers.

» Globally: ~27% of data center electricity was supplied by renewables in 2023 (Source: IEA).
o Inthe U.S.: ~22% renewable and ~21% nuclear in 2024 (Source: LBNL/EESI).

Off-Site PPAs (The Primary Strategy) On-Site Renewables (A Supplemental Role)

Hyperscalers (Google, Microsoft, Amazon) purchase energy On-site solar provides only a fraction of total load (e.g.,
equivalent to their consumption from new renewable 1-2 MW for a 10 MW facility) but can be paired with

projects, claiming 100% renewable operations. batteries for peak shaving and grid support.
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The Fuels of the Future: Charting the Path Away from Diesel
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Natural Gas

Transitional Fuel

Pros
« Lower emissions than diesel,
unlimited runtime via pipeline

Cons
 Slower startup than diesel, fossil
fuel dependency

Example

Deployed by Compass Datacenters;
some engines are “hydrogen-blend
ready.”
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HVO (Hydrotreated
Vegetable Oil)

Drop-in Replacement

Pros
« >80% lifecycle carbon reduction,
uses existing diesel engines

Cons
* Supply chain and cost
considerations

Example
Operators are running generators on
HVO as a direct diesel substitute.

©

Hydrogen (H,)

Future Zero-Emission

Pros
e 7Zero on-site carbon emissions
(water is the only byproduct)

Cons
 Fuel logistics, storage density, and
slow startup time are major hurdles

Example
Microsoft and NorthC are actively
piloting H, fuel cells.
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Pioneering Zero-Emission Power:
Hydrogen Fuel Cells in Practice

=] Case Study 2: ECL

Case StUdy 1: MiCI'OSﬂft
6 (Commercial Deployment)
1

5 (Hyperscale Pilot)

I

Tested a 3 MW PEM fuel cell system as a diesel Launched a 1 MW data center in California in 2024
generator replacement. running entirely on hydrogen for primary 24/7
power.

Successfully powered a row of servers for 48 hours

Zero on-site emissions, uses delivered green
straight in a 2020 proof-of-concept. &

hydrogen.
Key takeaway: Proved viability at multi-megawatt Key takeaway: Demonstrates a potential future
scale for backup applications. model for fully hydrogen-powered facilities.

. The Sobering Reality

Significant challenges remain. PEM fuel cells take ~5-7 minutes to ramp to full load, requiring large batteries to bridge the
gap. On-site fuel storage for 48 hours is impractical for large data centers with current hydrogen storage technology.
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The New Power Paradigm: From Isolated
Fortress to Integrated Asset

Dimension

Grid Relationship
Power Sourcing
Resiliency
Strategy

Sustainability

Key Metric

Old Paradigm

Passive Consumer (Grid is a utility
to be buffered)

Single utility feed with diesel
backup

Focused on internal redundancy
(N+1, 2N) to survive outages

An operational efficiency goal
(lower PUE)

Uptime / PUE

New Paradigm

Active Participant (Grid is a partner; site can
act as a virtual power plant)

Diversified portfolio (Grid, on-site generation,
PPAs, battery storage)

Focus on energy independence and fuel
diversity to mitigate grid risk entirely

A strategic business imperative (carbon
tracking, renewable sourcing, alternative fuels)

Uptime / PUE / CUE (Carbon Usage) / Cost per
kWh / Speed-to-Power
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The Next Five Years Will Redefine the
Economics of Digital Infrastructure.

The convergence of exponential Al-driven demand and a constrained power grid
creates a new strategic imperative. Success will no longer be defined just by
uptime or efficiency, but by the ability to strategically source, generate, and

manage power.

Without significant evolution in power
strategy, U.S. data center energy
consumption could DOUBLE BY 2028.

Source: DOE / Lawrence Berkeley National Laboratory, 2024 Report
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